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Abstract
We explore the potential of ChatGPT (3.5-turbo
and 4) to generate conversations focused on
self-care strategies for African-American heart
failure patients—a domain with limited special-
ized datasets. To simulate patient-health edu-
cator dialogues, we employed four prompting
strategies: domain, African American Vernac-
ular English (AAVE), Social Determinants of
Health (SDOH), and SDOH-informed reason-
ing. Conversations were generated across key
self-care domains—food, exercise, and fluid in-
take—with varying turn lengths (5, 10, 15) and
incorporated patient-specific SDOH attributes
such as age, gender, neighborhood, and socioe-
conomic status. Our findings show that effec-
tive prompt design is essential. While incorpo-
rating SDOH and reasoning improves dialogue
quality, ChatGPT still lacks the empathy and
engagement needed for meaningful healthcare
communication.

1 Introduction

Heart failure (HF), or congestive heart failure, oc-
curs when the heart cannot pump enough blood to
meet the body’s needs. Effective self-care—such
as managing salt intake, staying hydrated, exercis-
ing, adhering to medications, and attending regu-
lar check-ups—is critical for managing the condi-
tion (Savarese and Lund, 2017). However, African
Americans (AA) in the U.S. face disproportion-
ately worse outcomes due to genetic factors, lim-
ited healthcare access, socioeconomic challenges,
and lower health literacy (Nayak et al., 2020). Ex-
isting self-care materials often cater to a white,
educated population, lacking cultural relevance for
minority communities (Barrett et al., 2019). This
gap contributes to poor adherence and worsened
outcomes. Personalized education can improve
self-care understanding and reduce readmissions
(Di Eugenio et al., 2019).

This study is part of a broader project aimed
at developing a culturally sensitive conversational

agent to support AA heart failure patients in asking
self-care related questions. A significant challenge
is the lack of real-world patient-centered conver-
sational data from underrepresented communities.
To address this, we recruited three patient educa-
tors (PEs) to provide heart failure education to 18
AA and 2 Hispanic/Latino (H/L) patients (Refer-
ence withheld). Initial analysis revealed that edu-
cators dominated the conversations, with patients
contributing less. The key topics discussed dur-
ing these sessions included exercise, fluid intake,
symptom management, sleep, weight management,
familial aspects, and salt intake.

Unlike the recorded interactions, we wanted
to generate conversational datasets that are initi-
ated by patients and, more importantly, personal-
ized based on the Social Determinants of Health
(SDOH) features. With the advancement of Large
Language Models (LLMs), we thought to examine
different prompting strategies and evaluate whether
they could be used for creating synthetic conver-
sational datasets. Our study is a feasibility as-
sessment aimed at exploring ChatGPT’s ability to
generate self-care conversations and its ability to
adapt its responses based on varying prompts. The
dataset is publicly available1. In this paper, we look
into 4 different prompting approaches that will sup-
plement the real-world interactions to support the
development of a patient-driven dialogue system.

• We started with generating simulated conver-
sations based on different domains required
for self-care of heart failure patients of food,
exercise, and fluid intake.

• We introduced an additional prompt where the
patients communicate using African Ameri-
can Vernacular English (AAVE) while the ed-
ucator communicates in standard English.

1https://anonymous.4open.science/r/HF-Dataset
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• We prompted to integrate SDOH Features of
the patients. We considered gender {male,
female}, age {young, mid-age, old}, neigh-
borhood {safe, unsafe} and socio-economic
conditions {below poverty line, well to do}.

• We first prompted ChatGPT to generate rea-
soning given the SDOH features of the patient
and then prompted ChatGPT again to generate
conversations given the reasoning and SDOH
features.

In summary, our main goal was to explore the po-
tential of ChatGPT 3.5-turbo and GPT-4 (OpenAI
et al., 2024) in generating simulated conversations
when framed within the context of self-care for AA
heart failure patients. Specifically, we focused on
addressing the following key questions:

• Can ChatGPT generate relevant conversations
for Heart Failure Self-Care?

• Can ChatGPT personalize conversations
based on the Social Determinants of Health
(SDOH) features of the patients?

• Can ChatGPT express empathy with the pa-
tients?

• Is having ChatGPT to generate reasoning be-
fore conversations more effective than directly
generating the conversations?

2 Related Work

Health Education. Linguistic and cultural bar-
riers can significantly impact patients’ access to
healthcare. As noted in (Handtke et al., 2019), lan-
guage differences and varying health beliefs often
prevent linguistically diverse patients from effec-
tively engaging with healthcare services.

To overcome these challenges, approaches have
been developed to improve patient education. The
authors in (Mendu S, 2018) designed an interac-
tive virtual patient educator to counsel Hispanic
women about cervical cancer and human papillo-
mavirus (HPV). Similarly, PaniniQA (Cai et al.,
2023) helps patients understand discharge instruc-
tions through a question-answering system. One of
the first and best well-known systems that provided
information to patients, albeit as a summarizer, not
as a dialogue system, is BabyTalk (Portet et al.,
2009), which provided personalized summaries of
neonatal intensive care data for their parents (and
for healthcare providers as well).

Additionally, natural language processing (NLP)
is being leveraged to create diabetes self-care cor-
pus (Cunha et al., 2024), demonstrating the poten-
tial of AI and language technologies to enhance
patient communication and health management.

Prompting Recent advancements in LLMs have
been driven by scaling up both model size and train-
ing data, resulting in improved performance and
sample efficiency (Hoffmann et al., 2024; Brown
et al., 2020). Researchers have explored various
prompting techniques to enhance LLM capabilities,
starting with few-shot prompting (Brown et al.,
2020), followed by more advanced methods such
as chain-of-thought prompting (Wei et al., 2022)
and chain-of-thought with self-consistency (Wang
et al., 2023). To address the remaining challenges,
new approaches like tree-of-thought prompting
have been introduced (Yao et al., 2023a), where
each "thought" is a coherent language sequence
representing an intermediate step toward problem-
solving.

Reasoning is a crucial capability for complex
problem-solving. A comprehensive overview of
reasoning strategies in LLMs is provided in (Qiao
et al., 2023), covering commonsense reasoning
(Liu et al., 2022), mathematical reasoning (Wang
et al., 2017), and symbolic reasoning (Khot et al.,
2023). The ReACT framework (Yao et al., 2023b)
further integrates reasoning with action in a unified
task. This reasoning ability is especially critical
in healthcare contexts, where accurate, informed
decision-making is essential.

With the release of large-scale medical dia-
logue datasets, e.g., MedDialog (Zeng et al., 2020),
MedDG (Xu et al., 2023), medical dialogue re-
sponse generation attracts increasing attention. (Li
et al., 2023) undertakes the task of enhancing and
fine-tuning the LLaMa model with a dataset of ap-
proximately 100,000 patient-doctor dialogues. In
(Guevara et al., 2024), the authors used LLM to
extract SDOH features of housing, employment,
transportation, parental status, relationship, and
emotional support from the EHR data.

3 Methodology

3.1 Can ChatGPT generate relevant
conversations for Heart Failure Self-Care?

By "relevant conversations," we refer to ChatGPT’s
ability to facilitate dynamic, two-way interactions
between the patient and the health educator (HE),
rather than limiting the conversation to a simple



question-and-answer format initiated solely by the
patient. Furthermore, the conversation should not
only provide answers to the patient’s inquiries but
also offer actionable advice (Walker and Whittaker,
1990), empowering the patient to manage their
heart failure effectively. To measure the relevance
of the conversations, we assessed the quality of
two-way interactions, the balance of participation
between speakers, and the appropriateness of the
health educator’s responses, using a combination
of quantitative and qualitative metrics.

3.2 Can ChatGPT personalize conversations
based on the SDOH features of the
patients?

SDOH are defined by the World Health Organiza-
tion as “the conditions in which people are born,
grow, live, work, and age...shaped by the distri-
bution of money, power, and resources at global,
national, and local levels” (Marmot and Wilkin-
son, 2005). These factors significantly influence
health outcomes by affecting access to and the qual-
ity of medical care, playing a major role in health
disparities. We examined whether ChatGPT can
adjust its dialogue generation based on individual
patient characteristics, focusing on four key SDOH
features: age, gender, neighborhood, and socio-
economic conditions.

3.3 Can ChatGPT express empathy with the
patients?

Effective healthcare communication demands both
factual accuracy and genuine concern for patients.
We explored whether ChatGPT can recognize ap-
propriate moments to express empathy during con-
versations.

3.4 Is having ChatGPT to generate reasoning
before conversations more effective than
directly generating the conversations?

Research, including (Yao et al., 2023b), has demon-
strated that reasoning is not an innate capability of
ChatGPT, and incorporating reasoning improves
performance. We explored whether generating the
SDOH-informed reasoning before generating the
conversation is more effective.

3.5 Approaches to Generate Simulated
Conversations

In the absence of a specialized dataset focused on
self-care strategies for African-American heart fail-
ure patients, we employed four progressively re-

fined prompting strategies to generate simulated
conversations, but before that, let’s look into some
additional instructions given in the prompt.

In our initial prompts to ChatGPT, even though
we specified it to be a health educator, the model
still advised the patient to consult a doctor. To ad-
dress this, we added a specific instruction to avoid
phrases related to consulting a healthcare provider,
as shown in Table 2. Furthermore, in our earlier
attempts, there was no defined structure for the gen-
erated conversations. The lack of a standardized
format made it difficult to analyze and compare the
conversations effectively. We anticipated that spec-
ifying a consistent format for the dialogue would
lead to clearer and more organized outputs from
the model. To achieve this, we introduced a spe-
cific conversation structure, where each exchange
between the participants follows a predefined for-
mat: [speaker][utterance]. This structure explicitly
separates the speaker from their utterance.

Recognizing that heart failure patients face sig-
nificant challenges managing their health, we em-
phasized the need for empathetic communication
from patient educators. Since many patients have
lower health literacy compared to their general lit-
eracy (Paasche-Orlow et al., 2005), we instructed
the model to present medical information in sim-
ple terms. Additionally, to accommodate differ-
ent conversational styles, we experimented with
various dialogue lengths, as some patients might
prefer shorter exchanges while others engage in
longer conversations. To maintain clarity and avoid
overwhelming the patient, we also prompted the
model to limit each educator’s turn to 20 words,
using plain English throughout (Table 5). These
adjustments were aimed at creating more realistic
dialogues.

3.5.1 Approach 1- Generating Conversations
According to Domain

Heart failure patients must manage various aspects
of their health, including exercise, diet, water in-
take, medications, lifestyle adjustments, sleep, and
overall self-care (Gupta et al., 2020). To explore
how these areas could be addressed in patient-
health educator conversations, we prompted Chat-
GPT to generate dialogues centered around differ-
ent domains of heart failure care. By focusing on
these domains, we aimed to generate conversations
that could offer patients practical advice on how to
manage these areas while allowing us to study the
model’s ability to generate relevant and domain-



specific dialogue.
Heart failure patients are primarily advised to

limit their salt intake rather than focusing on re-
ducing calories or sugar (Gupta et al., 2020; Tayal
et al., 2024). Additionally, they are encouraged to
restrict their fluid intake, with no recommendation
to increase water consumption. This contrasts with
earlier advice given by ChatGPT, which suggested
reducing sugar, unhealthy fats, and extra calories
while also recommending an increase in water in-
take, which is wrong, as shown in Table 1 along
with limiting salt and alcohol intake.

Speaker Utterance
Patient: Okay, but what kind of foods should I be eating or avoiding?
PE: Great question! In general, you should aim to eat more fruits,

vegetables, whole grains, and lean protein. These provide
heart-beneficial nutrients. Limit salt, sugar, unhealthy fats,
and alcohol intake as they can worsen heart conditions.

Patient: Is it bad for me to eat fried chicken or pork ribs with my
condition? I have been eating them all my life.

PE: I understand that these foods are part of your cultural and
personal food habits. However, these are typically high in
saturated fats which can increase cholesterol levels. Try to
limit it, or prepare them in healthier ways. Maybe bake the
chicken instead of frying, and use herbs and spices for flavor
instead of excessive salt or fat.

Patient: How about beverages? Can I still drink things like sweet-
natured tea or alcohol?

PE: Sweet tea and alcohol can add extra calories and sugar to
your diet, which can lead to weight gain and can strain your
heart. Try drinking more water or unsweetened beverages,
and limit alcohol intake.

Table 1: Excerpt of conversation where the patient is
advised to limit calories and sugar, along with salt intake,
and advised to drink more water instead of less.

3.5.2 Approach 2 - African American
Vernacular English

One way to introduce cultural compatibility is
through language. African American Vernacular
English (AAVE) (Green, 2002), is a dialect of
Standard American English (SAE) with defined
syntactic-semantic, phonological and lexical fea-
tures. Since African American patients may speak
AAVE (it is important to note that not all AA’s
speak AAVE), we prompted ChatGPT so that the
educator would speak in standard English while the
patient communicated in AAVE (Table 2). How-
ever, instead of keeping the educator’s speech in
standard English, we noticed instances where the
educator also used AAVE, as seen in Table 3.

This is problematic because non-AAVE speakers
attempting to use AAVE with patients may come
across as offensive and disrespectful. Educators
should be aware of cultural boundaries and sensi-
tive to the linguistic preferences of African Amer-
ican patients. While they should be prepared to
respectfully engage if the patient uses AAVE, they

You are a healthcare specialist focusing on heart failure. Your purpose
is to answer heart failure patient questions and ask follow-up questions.
You should empathetically communicate medical information in a simple
manner. Simulate lines round conversation between African American
heart failure patient and healthcare specialist where the patient asks for
recommendations for domain. The healthcare specialist uses the Standard
English Version with 6th grade reading level, and the patient uses African
American Vernacular English AAVE.
Scripts should be generated in the following format: [speaker] [utterance]
of a patient and healthcare specialist. (Do not use phrases such as &quot;
consult with your healthcare provider &quot;, assume that you are the
healthcare provider)

Table 2: Prompt for generating conversations where the
patient converses in AAVE

should not initiate or adopt the dialect themselves.
Maintaining cultural awareness is key to fostering
respectful and effective communication.

Speaker Utterance
Patient: Got it, 1.5 to 2 liters. Does that include stuff like juice and

soup?
PE: Yup, it sure does. Juice and soup count, too. Just remember

to spread ’em out during the day so you ain’t guzzlin’ too
much at once..

Patient: What ’bout coffee and tea? I love my mornin’ coffee.

Table 3: Excerpt of a conversation where both patient
and educator are speaking AAVE

In Table 4, it is acceptable for the patient to ask
about cultural foods like watermelon, okra, and
herbal teas, as this aligns with their personal inter-
ests or cultural background. When patients bring
up these topics, it allows for a natural and open
conversation that respects their perspective. How-
ever, if the HE had initiated this discussion, it might
be perceived as introducing bias, especially if the
conversation were based on assumptions about the
patient’s background or identity. In such cases, the
HE might unintentionally appear to be stereotyping
or making generalizations, which could compro-
mise the neutrality and professionalism expected
in healthcare settings.

Speaker Utterance
Patient: Thank you for letting me know. I often enjoy foods like wa-

termelon and okra, which I’ve heard have high water content.
Do I need to count those in the 1.5 to 2 liters?

PE: Yes, you’re correct. Foods like watermelon and okra do con-
tribute to your fluid intake. While you do need to consider
them, the 1.5 to 2-liter guideline typically includes both liq-
uids and foods with high water content.

Patient: I enjoy herbal teas, but I’ve also heard about the effects of
caffeine. Should I stick to caffeine-free options?

PE: Herbal teas are a good choice, especially if you want to avoid
caffeine. Some herbal teas can have health benefits too. Just
be sure to read the labels and choose options that are free of
caffeine and low in added sugars.

Table 4: Excerpt of a conversation on fluid-intake where
patient discusses cultural foods like watermelon, okra,
herbal teas



3.5.3 Approach 3 - Integrating SDOH
Features

Given the importance of SDOH, it is critical that
generated conversations for healthcare applications
reflect the diverse experiences of individuals based
on their unique circumstances. To achieve this,
our approach selectively differentiates key features
such as gender {male, female}, age {young, mid-
age, old}, neighborhood {safe, unsafe}, and socioe-
conomic status {well-to-do, below poverty line}
in simulated patient conversations (Table 5). Al-
though the list of SDOH-related factors we se-
lected is not exhaustive, we focused on these key
areas—gender, age, neighborhood, and socioeco-
nomic conditions—because they heavily influence
healthcare access and outcomes. By tailoring these
dialogues to reflect specific SDOH features, we
can more accurately capture the nuanced ways in
which these factors influence patient-educator in-
teractions.

You are a healthcare educator focusing on heart failure. Your purpose
is to answer heart failure patient questions based on patient description.
You should empathetically communicate medical information in a simple
manner. Simulate lines round conversation between African American
heart failure patient and healthcare educator where the patient asks for
recommendations for domain. Scripts should be generated in the following
format: [speaker] [utterance] between patient and the healthcare educator.
Each educator turn should not be longer than 20 words and should use
simple english. (Do not use phrases such as &quot; consult with your
healthcare provider &quot, assume that you are the healthcare provider)
Patient Description:
gender: gender
socio-economic condition: socio_economic
neighborhood: neighborhood
age: age

Table 5: Prompt for generating the conversation given
the SDOH Features

For example, the way a young, well-to-do patient
discusses self-care strategies might differ signifi-
cantly from the conversation of an elderly patient
living in a low-income neighborhood. By adjusting
these features in our simulated conversations, we
aim to capture the diverse realities that patients face
when managing their health.

3.5.4 Approach 4 - Generating Reasoning as
an Intermediate Step

Building on the idea that reasoning enhances the
capabilities of LLMs (Wei et al., 2022; Yao et al.,
2023b) and is essential for generating meaningful
conversations, we introduced an intermediate step
to first generate reasoning prior to generating the
simulated conversation.

We approached conversation generation as a rea-
soning chain, using chaining (Wu et al., 2022) to di-
vide the process into two phases. In the first phase,

You are a healthcare educator focusing on heart failure.
Patient Description:
Age: age
Gender: gender
Neighborhood: neighborhood
Socio-economic condition: socio_economic
Given the patient description, formulate reasoning for addressing inquiries
from an African-American heart failure patient regarding domain. Pay
special attention to the patient’s description for the reasoning.
Explain your reasoning in detail. The reason should follow this 6-line
format.
Premise: <A tricky logical statement about the world, such as how socio-
economic factors, cultural influences, and healthcare access impact heart
failure management in African-American patients.>
Reasoning: <Break down and analyze the premise by exploring the pos-
sible scenarios, outcomes, and factors involved, while incorporating the
patient’s age, gender, neighborhood, and socio-economic condition into
the analysis.>
Solution: <Provide a solution to the patient’s inquiry that is actionable
based on their description.>
Anticipate Barrier: <Identify potential barrier that may arise based on
patient description>
Solve Barrier: <Propose ways to overcome the barrier>
Educate: <Educate patient about solution>

Table 6: Prompt for generating the reasoning given the
SDOH Features

we prompted ChatGPT to analyze the patient’s so-
cial determinants of health (SDOH) features to cre-
ate logical reasoning. The reasoning process was
segmented into six steps: (1) Premise, a tricky
logical statement about how factors like socio-
economic status, cultural influences, and health-
care access affect heart failure management; (2)
Reasoning, where the premise is analyzed with
respect to the patient’s SDOH features; (3) Solu-
tion, proposing an actionable plan; (4) Anticipate
Barrier, identifying potential obstacles based on
the patient’s circumstances; (5) Solve Barrier, of-
fering ways to overcome those obstacles; and (6)
Educate, ensuring the educator not only addresses
the patient’s query but also provides further educa-
tion.

You are a healthcare educator focusing on heart failure. Your purpose
is to answer heart failure patient questions. You should empathetically
communicate medical information in a simple manner.
Patient Description:
age: age
gender: gender
neighborhood: neighborhood
socio-economic condition: socio_economic
{reasoning}
Given the patient description and reasoning, simulate lines round con-
versation between African American heart failure patient and healthcare
educator where the patient asks for recommendations for domain.
Scripts should be generated in the following format: [speaker] [utterance]
between the patient and the healthcare educator. Each educator’s turn
should not be longer than 20 words and should use simple English.

Table 7: Prompt for generating the conversation given
the reasoning and the SDOH Features

This segmented approach, shown in Table 6 and
adapted from (Gupta et al., 2021), is designed for
ChatGPT to focus on analyzing the patient’s needs
based on their SDOH features. For example, rea-
soning generated for a {gender: female, age: el-



derly, neighborhood: unsafe, socio-economic con-
dition: below poverty line } in the exercise domain
is shown in Table 8. It highlights appropriate rea-
soning, such as suggesting low-cost exercises at
home and addressing the difficulty of finding a safe
and affordable environment by proposing commu-
nity centers or local parks as alternatives.

Premise: Socio-economic factors, cultural influences, and healthcare
access impact heart failure management in African-American patients,
leading to disparities in disease outcomes.
Reasoning: Considering the patient’s age, gender, living in an unsafe
neighborhood, and being below the poverty line, it is crucial to address
the barriers she may face in accessing safe and affordable exercise options.
Lack of resources, fear of safety, and limited access to healthcare facilities
may hinder her ability to engage in physical activity for heart failure
management.
Solution: Encourage the patient to start with simple, low-cost exercises at
home, such as walking in a safe area, using household items as weights, or
following online workout videos. Emphasize the importance of consistency
and starting slow to avoid injury.
Anticipate Barrier: The patient may struggle to find a safe and affordable
environment to exercise, leading to inconsistency in her physical activity
routine.
Solve Barrier: Provide resources for community centers, local parks,
or discounted gym memberships that offer safe and affordable exercise
options. Encourage the patient to enlist the support of family members or
friends to exercise together for added safety.
Educate: Educate the patient on the importance of regular physical activity
in managing heart failure, the benefits of exercise in improving heart
function and overall health, and the impact of socio-economic factors on
health disparities. Emphasize the need to prioritize her health and well-
being despite the challenges she may face.

Table 8: A reasoning generated for patient {gender:
female, age: elderly, neighborhood: unsafe, socio-
economic condition: below poverty line } in the exercise
domain

Speaker Utterance
Patient: What exercises can I do at home to help with my heart failure?
PE: You can start with walking, using household items as weights,

or following online workout videos.
Patient: I’m worried about safety in my neighborhood.
PE: Try walking in a safe area or look for community centers with

affordable exercise options.
Patient: I don’t have much money for a gym membership.
PE: Look for discounted gym memberships or consider exercising

at local parks for free.

Table 9: Generated conversation with Prompt 7

In the second phase, we instructed the model
to generate the conversation based on the gener-
ated reasoning. This ensured the dialogue aligned
with the patient’s SDOH features, resulting in more
personalized and contextually appropriate conver-
sations, as shown in Table 9. This two-step process
improved the quality of the guidance offered by
making it more relevant to the patient’s specific
needs, grounding the model’s reasoning in factors
like socio-economic conditions, cultural influences,
and healthcare access.

4 Experiment and Evaluation

ChatGPT (versions 3.5-turbo and 4) was utilized
to generate simulated conversations using four dis-

tinct approaches of Domain, AAVE, SDOH, and
SDOH-informed reasoning. For each approach,
conversations were created with varying numbers
of conversation rounds {5, 10, 15} and across dif-
ferent domains {food, water, exercise}.

Additionally, in the SDOH and SDOH-informed
reasoning approaches (Approaches 3 and 4), con-
versations were further varied by incorporating dif-
ferent SDOH features of gender {male, female},
age {young, mid-age, old}, neighborhood {safe,
unsafe}, and socio-economic conditions {below
the poverty line, well-to-do}. For the Domain and
AAVE approaches (Approaches 1 and 2), conversa-
tions were also generated with varying temperature
settings {0, 0.5, 0.7, 1.0}, which influenced the
model’s response variability.

In the Domain approach, additional topics like
medication, sleep, and self-care were included
alongside food, water, and exercise. In total, 144
conversations were generated for the Domain ap-
proach, 72 for AAVE, and 432 (2 (gender) x 3
(age) x 2 (neighborhood) x 2 (socio-economic con-
ditions) x 3 (domain) x 3 (conversation length) x 2
(model)) for the SDOH and SDOH-informed rea-
soning approaches, resulting in a rich and diverse
set of simulated dialogues for evaluation.

Systematic human evaluation of the generated
conversations was conducted, incorporating both
qualitative and quantitative evaluation. For the
qualitative analysis, we distributed a questionnaire
to 10 NLP PhD students specializing in NLP within
healthcare, none of whom were involved in the re-
search. Each participant was asked to review con-
versations and provide feedback based on targeted
questions. The qualitative questionnaire can be
found in Appendix B which is inspired by (Finch
and Choi, 2020). All the questions were Likert-
based questions (1-5, with 5 being the highest
score and 1 being the lowest score), with some
questions asking for clarification about specific in-
stances. Seven students responded, with each re-
viewing three conversations per prompt, resulting
in a total of 84 conversations being evaluated (4*21
conversations for each prompt). While even 84
conversations are a limited sample size, the key
findings of our study remain consistent.

For the quantitative analysis, we assessed the
instructions provided in the prompts, focusing on
the number of conversation rounds and adherence
to the correct format [speaker][utterance]. We
calculated the percentage of conversations that fol-
lowed the correct number of rounds (Round Adher-



ence Ratio), as well as the ratio of conversations
that adhered to the required format (Format Ad-
herence Ratio). The results, presented in Table 10,
show that both models struggled to follow even
simple instructions consistently.

4.1 Can ChatGPT generate relevant
conversations for Heart Failure Self-Care?

To assess the relevance of the simulated conversa-
tions, we evaluated the quality of two-way interac-
tions, the balance of participation between speak-
ers, and the appropriateness of the health educator’s
responses using a combination of quantitative and
qualitative metrics.

To assess the 2-way nature of the conversation,
we used the metric - Follow-up Ratio, which is de-
fined as the number of follow-up questions asked
by the HE to that by the patient. The HE should ask
follow-up questions—either to clarify the patient’s
condition or to gather more context—reflecting a
more natural and dynamic dialogue (Walker and
Whittaker, 1990). As shown in Table 10, HEs
rarely asked follow-up questions unless explic-
itly prompted to do so. This was most evident
in the AAVE approach (Approach 2), suggesting
that ChatGPT is not aware of the 2-way nature of
the conversations.

We examined whether the conversation was dom-
inated by one speaker by calculating the ratio of
words spoken by the health educator (HE) to those
spoken by the patient. Table 10 shows that HEs
consistently dominated the conversations. How-
ever, when the model was prompted to limit the
responses to 20 words in approaches 3 and 4, the
answers became overly brief, offering little explana-
tion. One evaluator remarked that these responses
felt vague and unsatisfying, with the lack of follow-
up questions leaving the conversations incomplete
and uninformative.

To assess the appropriateness of the HE re-
sponses, we asked evaluators to identify instances
where the HE should have provided a different
answer. Across all approaches, at least 20% of
the conversations contained such instances. One
evaluator highlighted the need for more specific
guidance, pointing out that health educators often
emphasized only positive examples (e.g., what to
eat) while neglecting to mention critical details
such as what to avoid. For instance, a response
like "This includes water, juice, and other bever-
ages" was criticized for being too vague, as certain
beverages, such as coffee, can cause dehydration.

In another conversation about fluid intake, a pa-
tient asked whether they should be concerned about
drinking too much water. Instead of directly ad-
dressing that concern, the HE provided information
about the dangers of drinking water too quickly,
completely missing the underlying question. This
kind of mismatch suggests a lack of contextual
understanding in ChatGPT’s responses.

4.2 Can ChatGPT personalize conversations
based on the Social Determinants of
Health (SDOH) features of the patients?

Figure 1: Comparison of Appropriateness of SDOH
Features between Approaches 3 and 4.

To evaluate whether ChatGPT has the capac-
ity to personalize the conversations based on the
SDOH features, the evaluators were asked to quali-
tatively assess the generated conversations, specif-
ically examining how well ChatGPT tailored the
discussions to each of these SDOH features and
whether the system appropriately adapted its re-
sponses based on the patient’s unique context.

The results can be seen in Figure 1. These re-
sults indicate that ChatGPT has some capacity to
personalize conversations based on SDOH features.
However, the presence of lower ratings shows that
there is still room for improvement in making con-
versations more consistently aligned with SDOH
features.

4.3 Can ChatGPT express empathy with the
patients?

Effective healthcare communication requires both
factual accuracy and a genuine display of empa-
thy toward patients (Rashkin et al., 2019). To ex-
plore ChatGPT’s ability to express empathy, eval-
uators were asked to assess whether the health
educator (HE) demonstrated concern for the pa-
tient during the conversation. Across all four ap-
proaches, the level of perceived empathy was rel-
atively unchanged, with 25% of conversations re-



ceiving a Likert-scale rating of 3 or lower. One
evaluator noted that the educator failed to inquire
about the challenges or obstacles the patients might
encounter when trying to implement the given ad-
vice. For instance, in a conversation with a patient
living in an unsafe neighborhood, the educator’s
response not only lacked empathy but also offered
a solution that showed little awareness of the pa-
tient’s circumstances.

For example: "[Patient] Can you recommend
exercises that are safe for me to do in my neighbor-
hood?

[Healthcare Educator] "Walking or cycling on
safe streets can be good options for you."

This response was criticized for being tone-deaf,
as it ignored the patient’s specific concern about
the safety of their neighborhood. One evaluator
described the responses as robotic, lacking emo-
tional depth and genuine empathy. The model
displayed empathy primarily in positive situations
(e.g., "That’s fantastic!") but failed to convey un-
derstanding in negative contexts (e.g., "That’s un-
fortunate, I understand it’s tough"). Furthermore,
the educators often did not ask about the difficulties
patients might face in following the advice, nor did
they acknowledge the practical barriers involved.
As a result, the conversations felt cold and imper-
sonal, making the educators seem disengaged and
uninterested in the patient’s experiences.

4.4 Is having ChatGPT to generate reasoning
before conversations more effective than
directly generating the conversations?

When providing the conversations for evaluation,
we ensured that the patient features remained con-
sistent for Approaches 3 and 4. This consistency
allowed us to make meaningful comparisons based
on the SDOH features. Although the generated
conversations varied, maintaining the same patient
characteristics ensured that we could effectively
assess and compare the quality and relevance of the
conversations across these approaches and evaluate
whether generating the reasoning before generating
the conversation was more effective.

When comparing these results to Approach 3
results in Section 4.2 , it is evident that the incor-
poration of reasoning significantly improved the
appropriateness of the conversations. The majority
of conversations in Approach 4 received higher rat-
ings, demonstrating the model’s enhanced ability to
engage in nuanced, context-sensitive interactions.

Generating reasoning before the conversations

proved to be a meaningful enhancement. However,
there remains room for further improvement.

5 Conclusion and Future Work

This study assessed the capabilities of ChatGPT
(versions 3.5-turbo and 4) in generating simulated
conversations related to self-care strategies for
African-American heart failure patients. Simulated
conversations were generated using four distinct
prompts: Domain, African American Vernacular
English (AAVE), Social Determinants of Health
(SDOH), and SDOH-informed reasoning. Our find-
ings highlight the critical role of prompt design, re-
vealing that while ChatGPT can incorporate SDOH
features and improve dialogue quality by gener-
ating reasoning prior to the conversation, further
improvements are needed. Specifically, there is a
clear need to refine the conversational style to make
interactions feel more engaging and empathetic, an
essential element in healthcare communication.

In the future, we aim to develop a task-oriented
dialogue system tailored to the self-care needs of
African-American heart failure patients, utilizing
these simulated conversations. Key factors such
as age, gender, neighborhood, and socio-economic
conditions will be integrated into the to generate
the educator’s response.

6 Limitations and Ethics Statement

Our research focuses on exploring the dynamics
of conversations generated by ChatGPT, utilizing
simulated dialogues based on carefully designed
prompts. The dataset is unique to each prompt,
showcasing the adaptability of ChatGPT in gener-
ating context-specific conversations.

In the qualitative evaluation, we engaged a small
group of participants to assess the conversations.
While the sample size was limited, this initial user
study provided valuable insights into how ChatGPT
handles dialogue generation in this context.
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A Quantitative Analysis

For the quantitative analysis, we assessed the in-
structions provided in the prompts, focusing on
the number of conversation rounds and adherence
to the correct format [speaker][utterance]. We
calculated the percentage of conversations that fol-
lowed the correct number of rounds (Round Adher-
ence Ratio), as well as the ratio of conversations
that adhered to the required format (Format Ad-
herence Ratio). The results, presented in Table 10,
show that both the models struggled to consistently
follow even simple instructions.

B Qualitative Questionnaire

• General Questionnaire

– Was the health educator able to answer
the patient’s questions?

– Was the advice given by the health edu-
cator actionable/ could easily be imple-
mented by the patient?

– Did the HE show concern toward pa-
tients? (If likert scale <=2, Why not)

– Is there any question for which you think
the health educator should give a differ-
ent answer? (If likert scale <=2, Which
instance)

• SDOH Questions

– How appropriate was the conversation
for each individual feature

• Reasoning Questions

– Was the reasoning generated appropriate
given the patient’s sdoh features ?

– Was the response generated according to
the reasoning generated?
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